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Abstract—Phase-noise is a system impairment caused by the mis-
match between the oscillators at the transmitter and the receiver.
In OFDM systems, this induces inter-carrier-interference (ICI) by
rotating the transmitted symbols. Thus it can cause severe system
performance degradation. To reduce its effects, the phase-noise
must be estimated or compensated. In this work, we propose a
two-stage tensor-based receiver for a joint channel, phase-noise
(PN), and data estimation in MIMO-OFDM systems. In the first
stage, we show that the received signal at the pilot subcarriers can
be modeled as a third-order PARAFAC tensor. Based on this model,
we propose two algorithms for channel and phase-noise estimation
at the pilot subcarriers. The first algorithm, based on the BALS
(Bilinear Alternating Least Squares), is an iterative algorithm that
estimates the channel gains and the phase-noise impairments. The
second is a closed-form algorithm based on the LS-KRF (Least
Squares - Khatri-Rao Factorization) that estimates the channel
gains and the phase-noise terms through multiple rank-one fac-
torizations. Both algorithms achieve similar performance, but in
terms of computational complexity, we show that the LS-KRF
becomes more attractive than the BALS as the number of receive
antennas is increased. The second stage consists of data estimation,
for which we propose a ZF (Zero-Forcing) receiver that capitalizes
on the PARATuck tensor structure of the received signal at the
data subcarriers using the Selective Kronecker Product (SKP) op-
erator. Our numerical simulations show that the proposed receiver
achieves an improved performance compared to the state-of-art
receivers in terms of symbol error rate (SER) and normalized mean
square error (NMSE) of the estimated channel and phase-noise
matrices.

Index Terms—Joint channel and data estimation, MIMO-OFDM
systems, phase-noise estimation, selective Kronecker product
(SKP), tensor-based modeling.
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I. INTRODUCTION

ORTHOGONAL Frequency Division Multiplexing
(OFDM) has been adopted in 3G/4G LTE services

due to its well known robustness to multi-path propagation,
frequency-selective fading, as well as low complexity
implementation and equalization [1], [2]. However, these
advantages rely on a perfect system synchronization to
keep intact the orthogonality among the subcarriers. In
practical scenarios, synchronization impairments lead to
inter-carrier-interference (ICI) that degrades the ultimate
system performance. The two most common impairments that
destroy subcarrier orthogonality is the carrier-frequency-offset
(CFO), which is caused by the Doppler frequency shift effect
induced by the mobility of the user, as well as the phase-noise
(PN) originated by hardware imperfections at the transmitter
and receiver oscillators [1].

The PN compensation problem has been extensively studied
in the past years [3]–[12]. For instance, in [3] and [4], techniques
for PN compensation are proposed for single-input single-output
(SISO) systems. However, they assume a perfect knowledge
of the channel state information (CSI) at the receiver, which
may not be feasible in practice. In MIMO systems, the PN
compensation becomes more challenging due to the presence of
multiple independent phase-noise processes, i.e., one for each
transmit and receive antenna. The authors of [5] propose a novel
placement of pilot subcarriers in the preamble and data portions
of the MIMO-OFDM frame for joint channel and PN estimation.
The authors in [6], [7] propose compensation schemes based on
the knowledge of the statistical model for the PN process.

In [8], a detailed study on the variance of the ICI as a
function of the phase-noise is provided, and an algorithm to
compensate the so-called common phase error (CPE) and the
ICI is formulated. The work [9] proposes a phase-noise com-
pensation method based on channel estimation via a linear time
domain interpolation. In [10], the authors propose Least Squares
(LS) and weighted LS (WLS) methods for data, channel, and
phase-noise tracking over a OFDM frame.

More recently, [11] presents a pilot signal design scheme for
PN mitigation in millimeter wave (mmWave) MIMO-OFDM
systems, where the combined channel and phase-noise term is
estimated and compensated for data detection. The work [12]
proposes a PN compensation technique for high-frequency
MIMO-OFDM systems using an LS method.

The use of tensor decompositions for modeling MIMO sys-
tems has been growing [13]–[24], and more recently, has resulted
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in proposals of tensor-based receivers for MIMO-OFDM sys-
tems [25]–[29], However, these works do not take into account
system impairments such as the phase-noise that leads to ICI.
As discussed in these many references, the main reasons for
using tensor-based modeling and signal processing are their
ability to exploit the inherent multidimensional structure of
the transmitted and/or received signals (e.g., time, frequency,
space, polarization, etc.), as well as their built-in identifiability
properties that allow us to derive blind or semi-blind receiver
algorithms and operate under more flexible conditions than
matrix-based processing receivers. These key features are a
natural consequence of the uniqueness properties of tensor de-
compositions compared to matrix decompositions [30].

In this paper, we propose a new tensor-based method for
frequency-selective MIMO-OFDM channel, phase-noise, and
data estimation. By assuming that the PN is approximately
constant over a very short symbol length, and motivated by the
multidimensional structure of the received signal, a third-order
PARAFAC (Parallel Factors) tensor model is developed for
the received signal at the pilot subcarriers [31]. This model
is exploited to separate the PN contribution from the channel.
Then, we propose a two-stage receiver for joint channel, PN, and
data estimation. In the first stage, we propose two algorithms to
estimate the channel at the pilot subcarriers jointly with the PN
impairments. The first one is an iterative solution based on the
bilinear ALS (BALS), which consists of estimating the channel
and phase-noise by solving two LS problems in an alternating
way. The second one is a closed-form algorithm based on the
LS-KRF solution that solves multiple rank-one factorizations to
jointly estimate the channel gains and phase-noise terms. The
channel at the data subcarrieris is then obtained via interpolation.
In the second stage, a ZF equalizer that exploits a PARATuck
tensor structure of the signal is used to estimate the transmitted
data. The identifiability conditions and computational complex-
ity for both processing stages are also discussed. Our simulation
results show the effectiveness and high accuracy of the proposed
receiver for the joint estimation of the channel, data, and PN
impairments. To the best of our knowledge, this is the first
work that links tensor decomposition to the joint channel, PN,
and data estimation problem in MIMO-OFDM systems. We can
summarize our main contributions as follows:

1) We derive a new tensor decomposition based formulation
to solve the problem of joint channel, phase-noise, and
data estimation in MIMO-OFDM systems, by assuming
different phase-noise perturbations for every pair of trans-
mit and receive antenna. The proposed approach allows
to separate the phase-noise from the channel gains, even
without any CSI knowledge;

2) We propose a two-stage receiver to jointly estimate the
channels, phase-noise terms, and data symbols. The first
stage estimates the channel and the phase-noise (via BALS
or LS-KRF), while the second stage extracts the symbol
estimates from a selective Kronecker product (SKP) for-
mulation by means of a zero forcing filtering.

The rest of the paper is organized as follows. Section II
introduces the main tensor operations used in this paper. The
system model is described in Section III. The tensor-based

formulation of the received signal is developed in Section IV.
The iterative pilot-assisted channel and PN estimation algorithm
(BALS) is presented in Section V-A, while the closed-form
algorithm (LS-KRF) is introduced in Section V-B. The data
estimation procedure exploiting the SKP operator is presented
in Section V-D. Simulations and discussions are provided in
Section VI, and the paper is concluded in Section VII.

A. Notation and Tensor Pre-Requisites

Scalars are represented as non-bold lower-case letters a,
column vectors as lower-case boldface letters a, matrices as
upper-case boldface lettersA, and tensors as calligraphic upper-
case letters A. The superscripts {·}T, {·}*, {·}H and {·}+
stand for transpose, conjugate, conjugate transpose and pseudo-
inverse operations, respectively. The operator ‖ · ‖F denotes the
Frobenius norm of a matrix or tensor, E{·} is the expecta-
tion operator. The operator diag(a) converts a into a diagonal
matrix, while Di(A) forms a diagonal matrix from the i-th
row of A. Moreover vec(A) converts A ∈ CI1×R to a column
vector a ∈ CI1R×1 by stacking its columns on top of each
other, while the unvec(·) operator is the inverse of the vec
operation. The symbol ◦ denotes the outer product operator.
A.r ∈ CI×1 represents the r-th column of A ∈ CI×R. The
Khatri-Rao product, also known as the column wise Kronecker
product, between two matricesA = [a1, . . . ,aR] ∈ CI1×R and
B = [b1, . . . , bR] ∈ CI2×R, symbolized by �, is defined as
A �B = [a1 ⊗ b1, . . . ,aR ⊗ bR] ∈ CI2I1×R.

II. TENSOR BACKGROUND

In this section, some tensor preliminaries are provided, by
focusing on the main operations and properties that will be useful
in the rest of the paper. For more general formulations, the reader
may refer to [30] and [32].

Consider a set of matrices {Xi3} ∈ CI1×I2 , for i3 =
1, . . . , I3. We can concatenate all I3 matrices to form the third-
order tensor X = [X1 �3 X2 �3 . . . �3 XI3 ] ∈ CI1×I2×I3 ,
where �3 indicates a concatenation in the third dimension.
We can interpret Xi3 as the i3-th frontal slice of X , defined
as X ..i3 = Xi3 where the “..” indicates that the dimensions
I1 and I2 are fixed. The tensor X can be “matricized” by
letting one dimension vary along the rows and the remaining
two dimensions along the columns. From X , we can form
three different matrices, referred to as the n-mode unfoldings
(for n = {1, 2, 3} in this case), [X ](1) = [X ..1, . . . ,X ..I3 ] ∈
CI1×I2I3 , [X ](2) = [X T

..1, . . . ,X T
..I3

] ∈ CI2×I1I3 and [X ](3) =
[vec(X ..1), . . . , vec(X ..I3)]

T ∈ CI3×I1I2 . Consider the tensor
Y = X ×1 A ∈ CR×I2×I3 , where A ∈ CR×I1 , the operator
“×1“ defines the 1-mode product which represents a linear
combination of the columns of A with the first dimension of
X . We can define this 1-mode product in terms of the 1-mode
unfolding of Y as [Y ](1) = A[X ](1) ∈ CR×I2I3 .

Throughout this paper, we shall make use of the following
properties:

vec (ABC) =
(
CT ⊗A

)
vec (B) , (1)

vec (Adiag (b)C)=
(
CT �A) b, (2)
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aT �B = Bdiag(a), (3)

a⊗ b = vec (b ◦ a) , (4)

where the vectors and matrices involved have compatible di-
mensions in each case.

A. Selective Kronecker Product

Different from the standard Krocneker product, the Selec-
tive Kronecker Product (SKP) “selects” the modes in which
the “spreading” of products will occur [33]. It can also be
viewed as a tensor rearrangement of the elements of the stan-
dard Kronecker product. For example, the Kronecker product
between two matrices X ∈ CM×N and Y ∈ CR×S is given
by Z = X ⊗ Y ∈ CRM×SN , but we may want to spread only
the second dimension of X with the first dimension of Y ,
which yields a tensor Z = X ⊗1

2 Y ∈ CM×RN×S . Note that
the lower index in the operator “⊗1

2” indicates which dimension
of the matrix on the left (X) will spread, while the upper index
indicates the spreading dimension of the matrix on the right
(Y ). In the matrix case, the relationship between the standard
Kronecker operator and the SKP operator is ⊗ = ⊗1,2

1,2.
Let us consider two third-order tensors A ∈ CI1×I2×I3 and

B ∈ CJ1×J2×J3 . The standard Kronecker product between
these tensors results in a third-order tensor C = A⊗B ∈
CJ1I1×J2I2×J3I3 which, in the matrix slice notation, is given
by

C..p = A..i3 ⊗B..j3 ∈ CJ1I1×J2I2 , (5)

where i3 = {1, . . . , I3}, j3 = {1, . . . , J3} and p = j3 + (i3 −
1)J3 for p = {1, . . . , J3, . . . , J3I3}. However, note that, as in
the matrix case presented above, we may want to select the
spreading dimensions of A and B. For example, taking D =
A⊗1,2

1,2 B ∈ CJ1I1×J2I2×J3×I3 results in a fourth-order tensor
in which the first and second modes of the tensors A and B are
merged, while their third modes are kept as separate modes of
the resulting tensor. This operation can be written in the matrix
slice notation as

D..i3j3 = A..i3 ⊗B..j3 ∈ CJ1I1×J2I2 . (6)

Although the right-hand side of equations (5) and (6) are equal,
in the latter case the third dimension of A and B are not merged,
yielding a fourth-order tensor D as the result. Otherwise stated,
the SKP operator has a representation flexibility compared to
the standard Kronecker product by defining which modes are
combined. Note that, for the third-order case, the equivalence
between the standard Kronecker operator and the SKP operator
is given by ⊗ = ⊗1,2,3

1,2,3. The SKP operator will play a key role in
Section V-D, where the proposed ZF receiver will be developed.

B. Tensor Models

The two most common tensor decompositions are the
Tucker [34] and the parallel factor (PARAFAC) [31] decomposi-
tions. Some other tensor decompositions can be seen as different
combinations of these two, such as the PARATuck 2 [35], the
nested Tucker [23], nested PARAFAC [22], and others [13], [36].
In this work, we focus on the Tucker, PARAFAC, and PARATuck
models that are useful in our context.

Fig. 1. 3D illustration of a PARATuck tensor.

1) Tucker Decomposition: A third-order tensor X ∈
CI1×I2×I3 admitting a Tucker decomposition can be written as

X = G ×1 A
(1) ×2 A

(2) ×3 A
(3), (7)

whereA(n) ∈ CIn×Rn , forn = {1, 2, 3}, are the factor matrices
and G ∈ CR1×R2×R3 is the core tensor. We can express the
three matrix unfoldings of X as [X ](1) = A(1)[G](1)(A(3) ⊗
A(2))T ∈ CI1×I2I3 , [X ](2) = A(2)[G](2)(A(3) ⊗A(1))T ∈
CI2×I1I3 and [X ](3) = A(3)[G](3)(A(2) ⊗A(1))T ∈ CI3×I1I2 .

2) PARAFAC Decomposition: The PARAFAC decomposi-
tion expresses a tensor as a sum of rank-one components. It is a
rank-revealing decomposition that can also be viewed as a spe-
cial case of the Tucker decomposition. A tensorY ∈ CJ1×J2×J3

admits a PARAFAC decomposition if

Y =

R∑
r=1

B(1)
.r ◦B(2)

.r ◦B(3)
.r

= I3,R ×1 B
(1) ×2 B

(2) ×3 B
(3), (8)

where B(n) ∈ CJn×R, n = {1, 2, 3}, are the factor matrices of
the decomposition, and I3,R ∈ RR×R×R is the identity tensor
which, analogous to the identity matrix, has elements equal to
one when the indices are the same, and zeros otherwise. Here,
R is the tensor rank which is the minimum number of rank-one
tensors required to perfectly representY in a linear combination.

A sufficient condition for the uniqueness of the PARAFAC
decomposition of a third-order tensor is given by the well-known
Kruskal’s uniqueness theorem [37], [38],

kB(1) + kB(2) + kB(3) ≥ 2R+ 2, (9)

where kB(n) is the Kruskal rank of B(n) in [37].
From equation (8), we can write the three unfoldings
of Y as [Y ](1) = B(1)(B(3) �B(2))T ∈ CJ1×J2J3 , [Y ](2) =

B(2)(B(3) �B(1))T ∈ CJ2×J1J3 and [Y ](3) = B(3)(B(2) �
B(1))T ∈ CJ3×J1J2 .

3) PARATuck Decomposition: The PARATuck decomposi-
tion [35], also known as the tensor slice-wise multiplication [39]
combines the properties of the PARAFAC and Tucker decom-
positions. The PARATuck decomposition of a third-order tensor
T ∈ CI×J×K can be written in slice-wise notation as

T ..k = T (1)
..k · T (2)

..k ∈ CI×J

= ADk (W )BDk (V )CT,

where AI×R2 , B ∈ CR1×R1 , C ∈ CJ×R2 , W ∈ CK×R2 and
V ∈ CK×R1 are the corresponding factor matrices. This de-
composition is illustrated in Figure 1.
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Let us define tk = vec(T ..k) ∈ CIJ×1. Applying property
(1) multiple times, as well as property (2) and (3), yields

tk = (C ⊗A) vec (Dk (W )BDk (V ))

= (C ⊗A) (Dk (V )⊗Dk (W )) vec(B)

=
(
vec(B)T � (C ⊗A)

)
(V k. ⊗W k.)

T

= (C ⊗A) diag(b) (V k. ⊗W k.)
T ,

where b = vec(B) ∈ CR2R1×1. Collecting the K vec-
tors t1, . . . , tK yields the 3-mode unfolding [T ](3) =
[t1, . . . tK ]T ∈ CK×IJ , which admits the following factoriza-
tion

[T ]T(3) = (C ⊗A) diag(b)
(
V T �W T

) ∈ CIJ×K . (10)

We are interested in writing T using the n-mode product nota-
tion, which will be useful in Sections IV and V. To this end, let
us reshape the diagonal matrix diag(b) ∈ CR2R1×R2R1 as the
tensor B ∈ CR2×R1×R2R1 . Using the SKP operator introduced
in Section II-A, we can write B as

B =
(
I3,R1

⊗2,3
2,3 I3,R2

)
︸ ︷︷ ︸
∈RR2×R1×R2R1×R2R1

×4 b
T ∈ CR2×R1×R2R1 , (11)

where I3,R1
∈ RR1×R1×R1 and I3,R2

∈ RR2×R2×R2 are iden-
tity tensors. Using this definition, we can rewrite the PARATuck
decomposition of T as

T = B ×1 A×2 C ×3

(
V T �W T

)T ∈ CI×J×K . (12)

Comparing (12) with equation (7), it is clear that the PARATuck
decomposition can be interpreted as a special Tucker decompo-
sition that has a constrained (sparse) core tensor B defined in
(11). Note also that [B](3) = diag(b).

III. SYSTEM MODEL

Let us consider a MIMO-OFDM system with MT transmit
antennas, MR receive antennas, and F subcarriers. The total
duration of an OFDM frame corresponds toK blocks of sizeLP

symbols each. We assume that each transmit and receive antenna
is equipped with its own independent oscillator, so that the PN
is assumed to be different between the antennas and is constant
within a blockk, withk = {1, . . . ,K}. Note that the assumption
that the transmit/receive antennas are subject to different PN
perturbations has been addressed in the literature, such as in [2],
[10]–[12]. As mentioned in [2], [40], this assumption copes with
realistic mmWave massive MIMO setups, including distributed
MIMO scenarios.

Figure 2 illustrates the a MIMO system with antenna-
dependent phase-noise impairments. Let hmr,b[n] and smt,i[n]
be the discrete-time channel and the transmitted symbol,
for mr = {1, . . . ,MR}, mt = {1, . . . ,MT }, i = {1, . . . , LP }.
Then, the sampled discrete-time received signal at the period n,
for n = {0, . . . , F − 1}, can be represented as

ymr,i,k[n]

= ejφ
[r]
k,mr

[n]hmr,mt
[n]� ejφ

[t]
k,mt

[n]si,mt
[n] + vmr,i,k[n],

(13)

Fig. 2. MIMO system with antenna-dependent phase-noise impairments.

where “�” stands for time-domain convolution, φ(r)
k,mr

[n] and

φ
(t)
k,mt

[n] are the PN impairment. Both are modeled as a Wiener

process, i.e., φ[x]
k,mx

[n+ 1] = φ
[x]
k,mx

[n] + ε
[x]
k,mx

, with ε
[x]
k,mx

∼
N (0, σ2

φ[x]), for x ∈ {r, t}. 1 Moreover, vmr,i,k[n] is the Additive

White Gaussian Noise (AWGN) at the receiver ∼ CN (0, σ2
v).

Applying the discrete Fourier transform (DFT), the received
signal at the f -th subcarrier is given by

Ymr,i,k[f ] =

F−1∑
n=0

ymr,i,k[n]e
−2jπfn/F

Ymr,i,k[f ] = Φ
[r]
k,mr

[0]Hmr,mt
[f ]Φ

[t]
k,mt

[0]Smt,i[f ]

+ Vmr,i,k[f ] (14)

+

F−1∑
p=0,p 
=f

Φ
[r]
k,mr

[f−p]Hmr,mt
[p]

F−1∑
q=0,q 
=f

Φ
[t]
k,mt

[p−q]Smt,i[q]︸ ︷︷ ︸
ICI components

Ymr,i,k[f ] = Φ
[r]
k,mr

[0]Hmr,mt
[f ]Φ

[t]
k,mt

[0]Si,mt
[f ]

+Gmr,i,k[f ] + Vmr,i,k[f ], (15)

where f = {0, . . . , F − 1} is the subcarrier index in the fre-

quency domain. The matrices Φ
[r]
k,mr

[0] = 1
F

∑F−1
n=0 e

jφ
[r]
k,mr

[n]

k,mr

and Φ
[t]
k,mt

[0] = 1
F

∑F−1
n=0 e

jφ
[t]
k,mt

[n]

k,mt
are the common phase er-

ror (CPE) generated by the receive and transmit antennas, re-
spectively, and Gmr,i,k[f ] is the inter-carrier-interference (ICI)
term.2 For convenience, the detailed steps from equation (13) to
(15) are given in the Appendix A.

In this paper, we model the received signal Ymr,i,k[f ] as
a fourth-order tensor Y ∈ CMR×LP×K×F and make use of
the proposed tensor notation to develop our receivers. Let us
introduce a combiner matrix W ∈ CMR×MR that is assumed to
be fixed over theK blocks and allF subcarriers. Resorting to the

1The PN variance, σ2
φ[x] is usually defined as σ2

φ[x] = 4πβTsp, with β being

the single-sided of the 3 dB bandwidth of the Lorentzian spectrum for ejφ
[x][n]

andTsp is the sampling period [12], [41]. However, in this paper we will assume
a very high phase-noise variance σ2

φ[x] = 5 · 10−3rad2.
2Note that the ICI structure in eq. (14) consists of a summation of phase-noise,

channel frequency responses, and OFDM symbols, and can be modeled as an
AWGN process ∼ CN (0, σ2

ICI) [2], reducing the receiver complexity [11], [12].
In Appendix XI, we derive an expression to calculateσ2

ICI, which mainly depends
on the phase-noise variance σ2

φ[x] and the total number of subcarriers F .
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Fig. 3. Illustration of frame and block structures. The total frame length is
K · LP .

slice-wise notation, the received signal tensorY ..kf ∈ CMR×LP

at the k-th block and f -th subcarrier can be written as

Y ..kf = WDk

(
Φ[r][0]

)
H..fDk

(
Φ[t][0]

)
ST

..f

+WG..kf +WV ..kf , (16)

where Φ[x][0] ∈ CK×MX , for x ∈ {r, t}, is the phase-noise ma-
trix formed by collecting the phase-noise CPE terms across the
K blocks and the MX antennas, i.e.,

Φ[x][0] =

⎡
⎢⎢⎣
Φ

(x)
1,1[0] . . . Φ

(x)
1,MX

[0]
...

. . .
...

Φ
(x)
K,1[0] . . . Φ

(x)
K,MX

[0]

⎤
⎥⎥⎦ . (17)

The third-order tensor S ∈ CLP×MT×F is obtained by col-
lecting the transmitted symbols Si,mt

[f ] across all LP symbol
periods, MT antennas and F subcarriers, for i = {1, . . . , LP },
mt = {1, . . . ,MT }, and f = {1, . . . , F}.

In equation (16), H..f represents the f -th frontal slice of the
frequency-selective channel tensor H ∈ CMR×MT×F , which,
in Appendix IX, is given by

Ha,b,f =

L∑
l=1

h̄a,b[l]e
−2jπfτldF , (18)

where h̄a,b[l] is the channel gain of the l-th propagation path, l =
{1, . . . , L}, τl is the associated delay (in seconds), dF = 1/Ts is
the frequency spacing between two subcarriers (in Hertz), and
Ts is the symbol duration.

In tensor notation, equation (16) can be considered as a special
case of a fourth-order PARATuck model. Next, we will show how
to recast such a model as an equivalent third-order PARAFAC
model that will be exploited for the joint phase-noise and channel
estimation.

IV. PARAFAC PILOT MODELING

The symbol tensor S ∈ CLP×MT×F is given by the con-
catenation of a pilot tensor S(P) ∈ CLP×MT×FP and a data
symbol tensorS(D) ∈ CLP×MT×FD , such thatF = FP + FD, as
illustrated in Figure 3. This concatenation depends on the value

of D = F/FP, which is the distance between the pilot and data
subcarriers, counted in indices. We can write the concatenation
of the pilot and symbol tensors using the slice notation as

S =
[
S(P)

..1 �3 S(D)
..1:D−1 �3 . . . �3 S(P)

..FP
�3 S(D)

..D+FP:FD

]
.

(19)
Likewise, the channel tensor H is divided into a pilot chan-
nel part H(P) ∈ CMR×MT×FP and a data channel part H(D) ∈
CMR×MT×FD .

As a first step, the receiver extracts only the pilot preamble
of each block. From (16), the contribution of the pilot part
Y(P)

..kfp
∈ CMR×LP associated with the k-th block at the fp-th

pilot subcarrier can be expressed as

Y(P)
..kfp

= WDk

(
Φ[r][0]

)
H(P)

..fp
Dk

(
Φ[t][0]

)
S(P)T

..fp

+WV(P)
..kfp

+WG(P)
..kfp

. (20)

Let us consider that the same pilot is transmitted across all pilot
subcarriers, i.e.,

S(P)
..fp

= S(P) ∈ CLP×MT ∀fp ∈ FP. (21)

Then, we can write equation (20) as

Y(P)
..kfp

= WDk

(
Φ[r][0]

)
H(P)

..fp
Dk

(
Φ[t][0]

)
S(P)T

+WV(P)
..kfp

+WG(P)
..kfp

. (22)

Defining y
(P)
kfp

= vec(Y(P)
..kfp

) ∈ CMRLP×1, hfp =

vec(H(P)
..fp

) ∈ CMRMT×1 and applying properties (1), (2),
and (3) to equation (22), neglecting the noise and the ICI terms,
yields

y
(P)
kfp

=
(
S(P) ⊗W

)
vec
(
Dk

(
Φ[r][0]

)
H(P)

..fp
Dk

(
Φ[t][0]

))
=
(
S(P) ⊗W

)(
Dk

(
Φ[t][0]

)
⊗Dk

(
Φ[r][0]

))
h
(P)
fp

=
(
h
(P)T
fp

� (S(P) ⊗W )
)(

Φ[t][0]k. ⊗Φ[r][0]k.

)T

=
(
S(P) ⊗W

)
diag

(
h
(P)
fp

)
ΦT

k. (23)

where Φk. = Φ[t][0]k. ⊗Φ[r][0]k. ∈ C1×MRMT is the com-
bined phase-noise. Collecting the vectorized received pilots
y
(P)
kfp

for all the k = 1, . . . ,K blocks as the columns of the

resulting matrix Y
(P)
fp

= [y
(P)
1,fp

, . . . ,y
(P)
K,fp

], and according to
the definition of the Khatri-Rao product, we have

Y
(P)
fp

=
(
S(P) ⊗W

)
diag

(
h
(P)
fp

) [
ΦT

1., . . . ,Φ
T
K.

]
=
(
S(P) ⊗W

)
diag

(
h
(P)
fp

)
ΦT ∈ CMRLP×K , (24)

where Φ = (Φ[t]T[0] �Φ[r]T[0])T ∈ CK×MRMT is the com-
bined phase-noise across all the blocks and antennas. According
to [30], Y (P)

fp
can be interpreted as the fp-th frontal slice of the

third-order tensor Y(P) ∈ CMRLP×K×FP which corresponds to
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the following PARAFAC decomposition

Y(P) = I3,MRMT
×1 (S

(P) ⊗W )×2 Φ×3 [H]
(P)
(3) , (25)

where [H]
(P)
(3) ∈ CFP×MRMT is the 3-mode unfolding of

the channel tensor H(P) ∈ CMR×MT×FP . The 1-mode,
2-mode and 3-mode unfoldings of Y(P), denoted by
[Y(P)](1) ∈ CMRLP×KFP , [Y(P)](2) ∈ CK×MRLPFP and

[Y(P)](3) ∈ CFP×MRLPK respectively, admit the following
factorizations:[

Y(P)
]
(1)

=
(
S(P) ⊗W

)(
[H]

(P)
(3) �Φ

)T
, (26)

[
Y(P)

]
(2)

= Φ
(
[H]

(P)
(3) �

(
S(P) ⊗W

))T
, (27)

[
Y(P)

]
(3)

= [H]
(P)
(3)

(
Φ �

(
S(P) ⊗W

))T
. (28)

Equations (26) to (28) are the basis for the first-stage of the
proposed receiver, where two different algorithms can be used
to estimate the combined phase-noise and the pilot channel.

V. PROPOSED RECEIVER

The proposed tensor-based receiver is composed of two pro-
cessing stages. In the first stage, two different algorithms are
derived to estimate the channel at the pilot subcarriers and
the PN impairments. The first algorithm is based on BALS
(Bilinear Alternating Least Squares), and consists of estimating
the channel from the pilot subcarriers and the PN terms in an
iterative way, while the second one has a closed-form solution
based on the LS-KRF (Least Squares Khatri-Rao Factorization)
for simultaneous channel and phase-noise estimation. Once the
channel coefficients associated with the pilot subcarriers are
estimated, the channel coefficients at the data subcarriers are
obtained by interpolating the estimated channel at the pilot
subcarriers. In the second stage, the proposed ZFSKP receiver,
a Zero-Forcing (ZF) approach based on the SKP formulation, is
used to estimate the data symbols. These two stages are detailed
below.

A. Stage 1: Channel and PN Estimation via BALS

The first stage of the proposed receiver consists of jointly
estimating the channel and PN impairments from the received
signal tensor in (25), which can be done by exploiting the
unfoldings [Y(P)](2) and [Y(P)](3) from equations (27) and (28),
respectively. To this end, we make use of the BALS algorithm
that alternates between the estimation of the factor matrices Φ
and [H]

(P)
(3) by optimizing the following two least squares (LS)

criteria:

Φ̂ = argmin
Φ

∥∥∥∥[Y(P)
]
(2)

−Φ
(
[H]

(P)
(3) �

(
S(P) ⊗W

))T
∥∥∥∥2

F

,

[
Ĥ
](P)

(3)
= argmin

[H]
(P)
(3)

∥∥∥∥[Y(P)
]
(3)

−
[
Ĥ
](P)

(3)

(
Φ �
(
S(P) ⊗W

))T
∥∥∥∥2

F

,

the solutions of which are given, respectively, by

Φ̂ =
[
Y(P)

]
(2)

[(
[H]

(P)
(3) �

(
S(P) ⊗W

))T
]+

, (29)

[
Ĥ
](P)

(3)
=
[
Y(P)

]
(3)

[(
Φ �
(
S(P) ⊗W

))T
]+

. (30)

Due to the knowledge of W and S(P) at the receiver, each
iteration of the BALS algorithm contains only two updating
steps. At each step, the fitting error is minimized with respect
to one factor matrix by fixing the other to its value obtained
at the previous updating step. This procedure is repeated until
the convergence of the BALS stage at the i-th iteration. The
convergence is declared when |e(i) − e(i−1)| ≤ 10−6, where e(i)
denotes the residual error calculated as

e(i) =

∥∥∥Y(P) − Ŷ(P)
(i)

∥∥∥2
F∥∥∥Y(P)

∥∥∥2
F

, (31)

where Ŷ(P)
(i) is the reconstructed tensor Y(P) computed from the

estimated factor matrices at the end of the i-th iteration.
Note that, for the initialization of Algorithm 1, we consider

that the phase-noise variance is known at the receiver. This
assumption is realistic if we note that the phase-noise variance
parameters (β and Tsp) are usually known at the receiver, or
can be considered known in advance, since they are parameters
intrinsic to the oscillators and fixed by the system design [10].

B. Stage 1: Channel and PN Estimation Via LS-KRF

The proposed LS-KRF algorithm estimates the channel at the
pilot subcarriers and the phase-noise contributions in a closed-
form manner. Transposing the unfolding [Y ]

(P)
(1) in equation (26),

and applying a pseudo-inverse at the right, we have

[H]
(P)
(3) �Φ ≈

[
Y(P)

]T

(1)

(
S(P)T ⊗W T

)+
. (32)

Note that the uniqueness of the Khatri-Rao product term in (32)
requires that S(P)T ⊗W to be full-column rank, which implies
LP ≥ MT .

Let us define Z ≈ [H]
(P)
(3) �Φ ∈ CKFP×MRMT and note that

Z.r ≈ [H]
(P)
(3).r ⊗Φ.r, with r = {1, . . . ,MRMT }. From prop-

erty (4), we have

vec
(
Φ.r ◦ [H]

(P)
(3).r

)
≈ Z.r ∈ CKFP×1. (33)

Applying the unvec(·) operator, we have

Z
(r) ≈ Φ.r · [H]

(P)T
(3).r ∈ CK×FP . (34)

Hence, an estimation of Φ.r and [H]
(P)T
(3).r can be obtained,

respectively, from the dominant left and right singular vectors

of Z
(r)

= U (r)Σ(r)V (r)H, i.e.,

Φ̂.r =
(
Σ

(r)
1,1

)1/2
U

(r)
.1 (35)[

Ĥ
](P)

(3).r
=
(
Σ

(r)
1,1

)1/2
V

(r)∗
.1 , (36)
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Algorithm 1: Combined BALS and ZFSKP.
Stage 1: PN and Channel estimation via the BALS
Algorithm

1: Generate φ̂[r][n] ∼ N (0, σ2
φ[r]) and φ̂[t][n] ∼ N (0, σ2

φ[t])
using the Wiener model;

2: Set Φ̂
[r]

k,mr
[0] = 1/F

∑F−1
n=0 e

jφ̂
[r]
k,mr

[n] and

Φ̂
[t]

k,mt
[0] = 1/F

∑F−1
n=0 e

jφ̂
[t]
k,mt

[n];
3: Iteration i = 0;

4: Set Φ̂(0) = Φ̂
[t]T

[0] � Φ̂[r]T
[0];

5: i = i+ 1;
6: Compute an estimation for [Ĥ]

(P)
(3)(i) using

[
Ĥ
](P)

(3)(i)
=
[
Y(P)

]
(3)

[(
Φ̂(i−1) �

(
S(P) ⊗W

))T
]+

,

7: Compute an estimation for Φ̂(i) using

Φ̂(i) =
[
Y(P)

]
(2)

[([
Ĥ
](P)

(3)(i)
�
(
S(P) ⊗W

))T
]+

,

8: Reconstruct tensor Ŷ(P)
(i) and compute the residual error

according to equation (31);
9: Return to step 5 and repeat until convergence;

10: Estimate the channel at the data subcarriers [Ĥ]
(D)
(3) by

interpolating [Ĥ]
(P)
(3);

Stage 2: Data estimation via the ZFSKP approach

11: Reshape the elements of diag(vec([Ĥ]
(D)T
(3) )) into H(D)

using equation (41).
12: Estimate the transmitted data using eq. (42).

r = 1, . . . ,MRMT . The estimation of the entire matrices Φ̂

and [Ĥ]
(P)
(3) requires the computation ofMRMT rank-one matrix

approximations. Instead of computing SVDs, efficient solutions
based on the power method can be used [42].

C. Scaling Ambiguity in the Estimated Matrices At Stage 1

It is important to mention that, after the BALS and the LS-KRF
in Stage 1, the estimated matrices are linked to the true ones by
the following relationship:[

Ĥ
](P)

(3)
= [H]

(P)
(3) Λ, Φ̂ = ΦΛ−1, (37)

where Λ = diag(λ) ∈ CMRMT×MRMT , with λ = [α1, . . . ,
αMRMT

] being a vector containing MRMT scaling factors. To

solve these scaling ambiguities, one row of Φ or [H]
(P)
(3) has to

be known, which physically means that the phase-noise process
at a certain block k is known, or, alternatively, that the CSI
at a certain pilot subcarrier fp is available. However, since we
are interested in data estimation, the scaling factors affecting
the channel matrix are canceled with the ones acting over the
phase-noise matrix, i.e., ΛΛ−1 = IMRMT

. Thus, the role of the
BALS and the LS-KRF algorithms is to decouple and refine

Algorithm 2: Combined LS-KRF and ZFSKP.
Stage 1: PN and Channel estimation via the LS-KRF
Algorithm

1: Compute an estimate of Z as

Ẑ =
[
Y(P)

]T

(1)

(
S(P)T ⊗W T

)+
2: for r = 1 : MRMT do
3: Define Z = unvec(Ẑ.r) ∈ CK×FP

4: Compute the SVD of Z = U (r)Σ(r)V (r)H

5: Estimate Φ̂.r = (Σ
(r)
1,1)

1/2U
(r)
.1

6: Estimate [Ĥ]
(P)
(3).r = (Σ

(r)
1,1)

1/2V
(r)∗
.1

7: end for
8: Estimate the channel at the data subcarriers [Ĥ]

(D)
(3) by

interpolating [Ĥ]
(P)
(3);

Stage 2: Data estimation via the ZFSKP approach

9: Reshape the elements of diag(vec([Ĥ]
(D)T
(3) )) into H(D)

using equation (41).
10: Estimate the transmitted data using eq. (42).

the estimates of the channel and phase-noise matrices before
combining them for the data estimation, according to eq. (42).

D. Stage 2: Data Estimation Using the ZFSKP Approach

We derive an SKP-based ZF approach, namely ZFSKP, to esti-
mate the transmitted symbol tensor from the data subcarriers. Let
us consider the received signal at the k-th frame and fd-th data
subcarrier in equation (16). By defining y

(D)
kfd

.
= vec(Y(D)

..kfd
) ∈

CMRLP×1 and h
(D)
fd

= vec(H(D)
..fd

) ∈ CMRMT×1, and neglect-
ing the noise and the ICI terms (for notational convenience), we
have

y
(D)
kfd

= vec
(
WDk

(
Φ[r][0]

)
H(D)

..fd
Dk

(
Φ[t][0]

)
S(D)T

..fd

)
=
(
S(D)

..fd
⊗W

)
diag(h(D)

fd
)
(
Φ[t][0]k. ⊗Φ[r][0]k.

)T
.

By collecting data during the K frames, we obtain

Y
(D)
fd

=
(
S(D)

..fd
⊗W

)
diag(h(D)

fd
)ΦT ∈ CMRLP×K . (38)

Note that (38) differs from (24) since the term S(D)
..fd

varies over
the FD subcarriers, which means that equation (38) does not fit
a PARAFAC model. However, by collecting all the FD terms in
Y (D) = [Y

(D)
1 . . .Y

(D)
FD

] ∈ CMRLP×KFD , we get

Y (D) =
[(

S(D)
..1 ⊗W

)
, . . . ,

(
S(D)

..FD
⊗W

)]

· diag

⎛
⎜⎜⎝
⎡
⎢⎢⎣
h
(D)
1
...

h
(D)
FD

⎤
⎥⎥⎦
⎞
⎟⎟⎠
⎡
⎢⎣Φ . . .

Φ

⎤
⎥⎦

T

=
(
[S]

(D)
(1) ⊗W

)
diag

(
vec([H]

(D)T
(3) )

)
(IFD ⊗Φ)T .

(39)
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The received data matrix Y (D) ∈ CMRLP×KFD can be inter-
preted as a generalized unfolding of the fourth-order received
data tensor Y(D) ∈ CMR×LP×K×FD given by

Y(D) = H(D) ×1 W ×2 [S]
(D)
(1) ×3 Φ×4 IFD , (40)

where H(D)
is the core tensor, which corresponds to a reshaping

of the elements of diag(vec([H]
(D)T
(3) )) ∈ CMRMTFD×MRMTFD

as a fourth-order tensor H(D) ∈ CMR×MTFD×MRMT×FD that
can be constructed similar to the tensorB in equation (11), using
the SKP structure introduced in Section II-A as

H(D)
=

⎛
⎜⎝I3,FD ⊗2,4

2,3 (I3,MT
⊗2,3

2,3 I3,MR
)︸ ︷︷ ︸

∈RMR×MT FD×MRMT ×MRMT FD×FD

⎞
⎟⎠

×4 vec
(
[H]

(D)T
(3)

)T
. (41)

From equation (40), an estimate of the data symbol tensor can
be obtained as[

Ŝ
](D)

(1)
= [Y ]

(D)
(2)

([
Ĥ
](D)

(2)
(IFD ⊗ Φ̂⊗W )T

)+

, (42)

where Φ̂ is the PN matrix estimated in the first stage, and [Ĥ]
(D)
(2)

is the 2-mode unfolding of the tensor H(D)
obtained at step 11

and 9 of Algorithms 1 and 2, respectively.

E. Uniqueness and Identifiability Conditions

In this section, we discuss the range of parameter settings
that ensure the uniqueness and identifiability of the proposed
receiver. First, recall equation (9), where the uniqueness condi-
tion for a third-order PARAFAC model is stated. Adapting this
condition to our system context, we can rewrite equation (9) as

k(S(P)⊗W ) + kΦ + k
[H]

(P)
(3)

≥ 2(MRMT ) + 2. (43)

Since the factor S(P) ⊗W ∈ CMRLP×MRMT is known at the
receiver, we can ensure by a proper design such that S(P) ⊗W
has full rank, so that k(S(P)⊗W ) = rank(S(P) ⊗W ) = MRMT .

The factor [H]
(P)
(3) ∈ CFP×MRMT can also be assumed to be a full

rank matrix under a rich scattering propagation environment,
which implies that k

[H]
(P)
(3)

= rank([H]
(P)
(3)) = MRMT . Under

these assumptions, we can deduce from (43) that kΦ ≥ 2 is
enough to ensure the uniqueness of model (9) and, hence, to
guarantee a joint channel and phase-noise recovery.

Finally, note that LS estimation steps 6 and 7 of Algorithm 1
require that FLP ≥ MT and KLP ≥ MT , while the ZF es-
timation of the data symbols in equation (42) requires that
MT ≤ MRK.

F. Computational Complexity

Here we derive the computational complexity of the pro-
posed receiver in terms of FLOPS (Floating-point Operations
Per Second). Considering a matrix A ∈ CM×N , we know that
the computation of its dominant singular value and singular

vectors have a cost of O(l · (N2 M +M2 N)), where l is the
maximum number of iterations of the power method (see [42]).
In our experiments, we have noted that l = 1 is enough to
achieve a good accuracy. Moreover, we know that O(N2 M)
operations are required to compute the pseudo-inverse ofA, with
N < M . Using these results, we find that Stage 1 via BALS has
a complexity of order O(I · 2((MRMT )

2MRLP (FP +K))),
where I is the number of iterations required to achieve the
convergence. If the LS-KRF is used in Stage 1, we have a com-
plexity of O(MRMT (FPK(FP +K))). Finally, the complexity
associated with the data symbol estimation in Stage 2 is given
by O((FDMT )

3).

VI. SIMULATION RESULTS

We evaluate the performance of the proposed receiver in
terms of the normalized mean square error (NMSE) between the
estimated and true frequency-selective MIMO channel and the
combined phase-noise matrix, the symbol error rate (SER), and
the number of iterations for convergence. Our simulation results
represent an average over M = 5000 independent Monte Carlo
runs. Each run corresponds to an independent realization of the
channel, pilots, data, additive noise, ICI, and phase-noise. The
transmitted symbols are normalized such that the SNR = 1

σ2
v

is

controlled by varying the noise power σ2
v of the AWGN tensor

V , while the variance of the ICI σ2
ICI is kept constant, since it

depends on the variance of the phase-noise and on the number
of subcarriers, as detailed in the Appendix B.

The combiner matrix W ∈ CMR×MR is designed as a DFT
matrix. The NMSE is defined as

NMSE(Ĥ(D)
) =

1

M

M∑
m=1

‖H(D) − Ĥ(D)‖F

‖H(D)‖F

, (44)

NMSE(Φ̂) =
1

M

M∑
m=1

‖Φ− Φ̂‖F

‖Φ‖F
, (45)

Unless stated otherwise, our simulations consider F = 64 sub-
carriers, of which FP = 16 are used for pilots, and FD = 48 for
data transmission. Both pilots and data symbols follow a 4-QAM
constellation. We also assume MT = LP = 2, and MR = K =
4 frames. For the channel model in equation (18), the coefficients
{h[l]} are i.i.d. complex Gaussian random variables with zero
mean and unit variance. The number of propagation paths is
equal toL = 16, and the frequency spacing between two subcar-
riers is dF = 15 kHz. The path delays are chosen as τl = DS · vl,
where vl is a random variable that follows a normal distribution
with vl ∼ N (0, 1) and DS = 1μs is the channel delay spread.
The variance of the phase-noise at each transmit and receive
antenna is assumed to be σ2

φ(x) = 5 · 10−3, for x ∈ {r, t}, thus,

for F = 64, we have an ICI power of σ2
ICI ≈ 0.04, according

to eq.(58). To estimate the channel coefficients at the data
subcarriers from those at the pilot subcarriers, we consider
cubic splines for the channel interpolation [43]. Indeed, in our
simulations, the channel delay taps do not necessarily coincide
with the sampling period, i.e., τldF 
= l

F in eq. (18). In this sit-
uation, the spline-based interpolation provides a more accurate
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Fig. 4. SER vs. SNR.

reconstruction of the frequency-domain channel compared to
the traditional DFT-based interpolation.

In the following experiments, we compare the performance
of the proposed receivers, namely, the combined BALS and
ZFSKP, as well as the combined LS-KRF and ZFSKP, with those
of two different competitors: 1) the PN compensation scheme
based on [11] and 2) the baseline LS estimator.

The competing receivers start from the LS estimate pro-
vided by eq. (32), i.e., Z ≈ [H]

(P)
(3) �Φ ∈ CKFP×MRMT . The

PN compensation scheme of [11] considers Z as the effec-
tive pilot channel. An estimate of the effective data channel

Ẑ(D) ∈ CMR×MT×FD is then obtained from the time-domain
by averaging over the K blocks followed by interpolation. We
use the following subcarrier-wise ZF for data estimation:

Ŝ(D)

..fD
=
(
W Ẑ(D)

..fD

)+
Ȳ(D)

..fD
,

where Ȳ(D)
..fD

= 1
K

∑K
k=1 Y

(D)
..kfD

∈ CMR×LP . For the baseline
LS estimator, we consider the solution of problem (32) in two
different manners. If the pilot channel [H]

(P)
(3) is known, an esti-

mate of the phase-noise matrix Φ can be extracted from Z using
the Khatri-Rao factorization algorithm with one known factor,
as discussed in [44]. On the other hand, if the phase-noise matrix
is known, the same algorithm can be applied to estimate the pilot
channel. Then, the data channel is estimated by interpolating the
estimated pilot channel followed by ZF filtering

Ŝ(D)

..fD
=
(
W ( ¯̂Φ� Ĥ(D)

..fD
)
)+

Ȳ(D)
..fD

,

where ¯̂Φ = 1
K

∑K
k=1 unvec(Φ̂k.) ∈ CMR×MT is phase-noise

matrix estimated by averaging it over the K blocks, Ĥ(D)

..fD
∈

CMR×MT is the estimated data channel at the fD data subcarrier,
and “�′′ stands for the Hadamard product.

Figure 4 shows that the presence of a high phase-noise
variance σ2

φ[x] = 5 · 10−3 at the transmitter and the receiver

introduces a significant ICI perturbation (σ2
ICI ≈ 0.04), which

explains the saturation of the curves at higher SNR values. We

Fig. 5. SER vs. SNR, for a perfect ICI suppression case.

can also note that our proposed receivers achieve a target SER
of 10−3 at an SNR of 20 dB, while the baseline LS receiver only
achieves this target SER at an SNR close to 30 dB. Therefore,
a significant SNR gain can be obtained by exploiting the tensor
structure of the data model. More specifically, this remarkable
gain comes from two factors: 1) the decoupling of the channel
matrix from the phase-noise matrix, which allows us to success-
fully refine these estimates via BALS and LS-KRF, improving
the data estimation performance; 2) the all-at-once estimation of
the data symbols using the ZFSKP filter that exploits the tensor
structure of the received signal through the combination of all
the subcarriers.

In Figure 5, we show that our proposed receiver outperforms
the baseline LS estimator and the phase-noise compensation
scheme of [11] in the ideal case where the ICI is perfectly
suppressed. More specifically, for a target SER of 10−3, our
solution provides an SNR gain of approximately 3 dB over
the competing PN compensation scheme, and 1 dB over the
baseline LS estimator. Again, this result can be explained by the
fact that the Comb. BALS and ZFSKP, and the Comb. LS-KRF
and ZFSKP receivers effectively exploit the tensor structure of
the received signal, while the baseline LS solution and the PN
compensation scheme perform the phase-noise compensation
on a per subcarrier basis, thus ignoring the multidimensional
structure of the problem.

In Figures 6 and 7, the performances of the two proposed
receivers are depicted in comparison with the LS solution. The
goal is to evaluate the closeness of the NMSE performance
of the estimated phase-noise matrix and of the estimated data
channel matrix with respect to the baseline LS receiver that
assumes perfect knowledge of the channel (Figure 6) or perfect
knowledge of the phase-noise (Figure 7). For the proposed
receivers, we assume that the first row of the phase-noise matrix
Φ is known in order to eliminate the scaling ambiguity in
the estimates provided by BALS and LS-KRF, as discussed in
Section V-C. Please note that this assumption is not required
for data estimation. Figure 6 shows that the proposed receivers
perform very close to the baseline LS one that assumes a perfect
knowledge of the channel. The same conclusions can be drawn
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Fig. 6. NMSE of the phase-noise matrix Φ vs. SNR.

Fig. 7. NMSE of Ĥ(D)
vs. SNR.

from Figure 7, where the baseline LS receiver assumes a perfect
knowledge of the phase-noise matrix.

Figure 8 compares the computational complexity between the
BALS and LS-KRF algorithms for different numbers of pilot
subcarriers. It is important to mention that, for the BALS algo-
rithm, I = 6 iterations are needed to achieve the convergence for
higher SNR values (> 10 dB). Note that the pseudo-inverse cost
in step 1 in Algorithm 2 is not taken into account since the factors
S(P)T and W are known, which means that it can be computed
off-line. A trade-off between BALS and LS-KRF exists. The
first is more attractive for a small number of receiving antennas
(e.g., downlink), while the second is preferable when assuming
a larger number of receiving antennas (e.g., uplink). Regarding
the baseline LS estimator, we can observe that it is a cheaper
algorithm compared to the BALS and the LS-KRF algorithms.
However, as shown in Figure 4, our proposed receiver achieves
a better SER performance. Also, the baseline LS estimator can
be considered as a benchmark receiver since the pilot channel
and phase-noise matrices are assumed to be known.

Fig. 8. Computational complexity of the BALS, LS-KRF, and Baseline LS
algorithms for different scenarios.

VII. CONCLUSIONS AND FUTURE PERSPECTIVES

We have proposed a two-stage tensor-based receiver for joint
channel, PN, and data estimation in MIMO-OFDM systems.
For the first stage, we have derived two algorithms for channel
and phase-noise estimation. The first one consists of an iterative
solution based on the BALS, while the second algorithm has
a closed-form solution based on the LS-KRF. Our numerical
simulations show that both algorithms achieve a similar per-
formance, but LS-KRF becomes preferable as compared to the
BALS when the number of receiving antennas is increased due
to its lower computational complexity. We also have proposed a
ZFSKP equalizer that exploits the PARATuck tensor structure of
the received signal via the Selective Kronecker Product (SKP)
operator, allowing us to estimate the data on all subcarriers at
once. In terms of performance, we have shown that our proposed
receiver outperforms its competitors in challenging scenarios
with a high phase-noise variance inducing a significant ICI
power. A future perspective of this work is the extension of our
system model to the massive MIMO setup by assuming hybrid
analog/digital architectures, while taking into account a potential
carrier frequency offset.

APPENDIX A

TIME-TO-FREQUENCY SIGNAL DEVELOPMENT

Here, we show, step by step, how to derive equation (15) from
(13), which is a key property to the tensor model in equation
(16). The time-domain transmitted symbols are modelled as

s(t) =
∑F−1

f=0 S[f ]e
j2π f

Ts
t, with Ts = 1/dF being the symbol

period and dF the subcarrier spacing in Hertz. For notation
simplicity, let us consider a scalar (single-antenna) version of the
received signal, where MR = MT = K = LP = 1 is assumed.
The same derivation applies to the multiple-antenna case by
introducing the transmit and receive antenna indices, without
changing the developments. In order to simplify the notation,
let us consider c(t) = ejφ

[t](t)s(t), where φ[t] is the phase-noise
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term at the transmitter side. Assuming t = (nTs

F − τl), the
discrete-time received signal can be written as

y[n] =

L−1∑
l=0

ejφ
[r][n]h̄[l]c

(
nTs

F
− τl

)

=

L−1∑
l=0

ejφ
[r][n]h̄[l]

1

F

F−1∑
p=0

C[p]ej2π
p
Ts

(nTs
F −τl)

=
1

F

L−1∑
l=0

F−1∑
p=0

ejφ
[r][n]h̄[l]e−j2πpdFτlC[p]ej2π

p
n/F

=
1

F

F−1∑
p=0

ejφ
[r][n]H[p]C[p]ej2π

p
n/F . (46)

Applying the DFT, we have

Y [f ] =

F−1∑
n=0

y[n]e−j2πfn/F (47)

=

F−1∑
n=0

(
1

F

F−1∑
p=0

ejφ
[r][n]H[p]C[p]ej2π

p
n/F

)
e−j2πfn/F (48)

=

F−1∑
n=0

F−1∑
p=0

1

F
ejφ

[r][n]ej2πpn/F e−j2πfn/FH[p]

F−1∑
q=0

Φ[t][p− q]S[q] (49)

=
F−1∑
n=0

F−1∑
p=0

1

F
ejφ

[r][n]e−j2π(f−p)n/FH[p]

F−1∑
q=0

Φ[t][p− q]S[q] (50)

=

F−1∑
p=0

Φ[r][f − p]H[p]

F−1∑
q=0

Φ[t][p− q]Si[q] (51)

= Φ[r][0]H[f ]Φ[t][0]S[f ] +

F−1∑
p=0,p 
=f

Φ[r][f − p]H[p]

F−1∑
q=0,q 
=f

Φ[t][p− q]S[q]

= Φ[r][0]H[f ]Φ[t][0]S[f ] +G[f ] (52)

where G[f ] is the ICI term. To derive equation (49) from (48),
we note that

C[p] =

F−1∑
n=0

ejφ
[t][n]s[n]e−j2πpn/F

=

F−1∑
n=0

ejφ
[t][n] 1

F

F−1∑
q=0

S[q]e−j2π(p−q)n/F

=

F−1∑
q=0

F−1∑
n=0

1

F
ejφ

[t][n]e−j2π(p−q)n/FS[q]

=

F−1∑
q=0

Φ[t][p− q]S[q].

Applying the combiner W ∈ CMR×MR , and taking into ac-
count the AWGN tensor at the receiver V , the received signal at
the k-th block and f -th subcarrier in matrix slice notation can
be written as

Y ..kf = WDk

(
Φ[r][0]

)
H..fDk

(
Φ[t][0]

)
ST

..f

+WG..kf +WV ..kf , (53)

where Φ[x][0] ∈ CK×MX , for x ∈ {r, t}, is given by

Φ[x][0] =

⎡
⎢⎢⎣
Φ

(x)
1,1[0] . . . Φ

(x)
1,MX

[0]
...

. . .
...

Φ
(x)
K,1[0] . . . Φ

(x)
K,MX

[0]

⎤
⎥⎥⎦ (54)

APPENDIX B

DERIVATION OF THE ICI POWER

As in many works [11], [12], the ICI can be approximated as
a Gaussian random variable with zero mean and variance σ2

ICI,
i.e., G[f ] ∼ CN (0, σ2

ICI). Considering the ICI term in equation
(52), we have σ2

ICI = E[G[f ]G[f ]∗], which can be computed
as

σ2
ICI=E

⎡
⎣
∣∣∣∣∣∣

F−1∑
p=0,p 
=f

Φ[r][f − p]H[p]

F−1∑
q=0,q 
=f

Φ[t][p− q]S[q]

∣∣∣∣∣∣
2⎤⎦.

Assuming E[S[q]S[q]∗] = 1 and E[H[p]H[p]∗] = 1, we get

σ2
ICI = E

⎡
⎣
∣∣∣∣∣∣

F−1∑
p=0,p 
=f

Φ[r][f − p]

F−1∑
q=0,q 
=f

Φ[t][p− q]

∣∣∣∣∣∣
2⎤⎦ . (55)

It is important to note that, when q 
= p, E[|Φ[r][f − p]Φ[t][p−
q]|2] ≈ 0, since the product between the non-DC terms (i.e.,
p 
= f and q 
= f ) of the phase-noise at the transmitter and the
receiver is very small, even for σ2

φ[t] = σ2
φ[r] = 5 · 10−3. We can

rewrite equation (55) as

σ2
ICI ≈ E

⎡
⎣
∣∣∣∣∣∣

F−1∑
p=0,p 
=f

Φ[r][f − p]Φ[t][0]

∣∣∣∣∣∣
2⎤⎦ (56)

≈ (1− E

[∣∣∣Φ[r][0]
∣∣∣2])E [∣∣∣Φ[t][0]

∣∣∣2] . (57)

Adopting the same approach as in [8], in our model the ICI
power can be calculated as

σ2
ICI ≈

(
trace{R[r]

ΦΦ} −R
[r]
ΦΦ(0, 0)

)
R

[t]
ΦΦ(0, 0), (58)
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where R
[x]
ΦΦ ∈ CF×F , x ∈ {r, t}, is given by

R
[x]
ΦΦ(i,m) = E

[
Φ[x][i]Φ[x]∗[m]

]

=
1

F 2
E

[
F−1∑
k=0

F−1∑
l=0

ej(φ
[x][k]−φ[x][l])e−j2π(ik−ml)/F

]

=
1

F 2

F−1∑
k=0

F−1∑
l=0

E
[
ej(Δφ[x][k,l])

]
e−j2π(ik−ml)/F ,

(59)

with i,m = {0 . . . F − 1}. Note that trace(R[x]
ΦΦ) = 1.
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